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ABSTRACT 
A dynamic and growing manufacturing sector is critical for growth as this sector is globally known as the 
'engine of growth'. The objective of this study was to assess the impact of macro-economic variables, 
including economic growth, producer price index (PPI), and exports on the manufacturing sector of the 
Visegrád countries, from 1995 to 2018. A quantitative research methodology was utilized via a panel 
data analysis to assess the long- and short-run relationships between the variables using econometric 
methods such as the Fisher-Johansen co-integration test, FMOLS and DOLS, and Granger causality tests. 
The main results indicated a long-run relationship between all the variables, with economic growth 
having the highest impact on manufacturing, while an increase in exports was also found to enhance the 
sector. Therefore, governments in the Visegrád group should endeavour to stimulate economic activities 
in support of the manufacturing sector by means of stable macro-economic policy implementation. 
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INTRODUCTION 
The manufacturing sector has been 

responsible for economic growth for most 
modern economies and the sector has been 
described as the engine of growth for many 
decades (McCausland & Theodossiou, 2012). The 
research question applicable in this research 
was to determine which macro-economic 
variables impact the manufacturing sector, and 

the Visegrád countries were selected for the 
analysis. Therefore, the overall primary 
objective of the research was to determine the 
relationships between the manufacturing sector 
as the dependent variable with the main 
independent variable being economic growth, 
with secondary variables including the producer 
price index (PPI), as well as exports and 
exchange rates. According to Herman (2016), 
the fundamental strategy for many decades has 
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been that the sector, as an economic base sector, 
represents a cornerstone for most economies, 
for structural change, productive jobs and 
sustainable economic growth. According to 
Haraguchi, Cheng and Smeets (2017), 
manufacturing is critically important for 
economic growth and development; however, 
the sector's importance and role have 
diminished over the last few decades with the 
rise of the services sector. This process resulted 
in a lack of industrialisation in developing 
countries. In looking at the future, Haraguchi et 
al. (2017) argued that developing countries 
should still have industrialisation as a key 
strategy for development. 

Naudé and Szirmai (2012) also investigated 
the importance of the contribution of the 
manufacturing sector for economic growth and 
found that the manufacturing sector plays a 
critical role in structural transformation 
towards modern economies. The research 
identified the following aspects as important in 
the industrialisation process: improved 
integration into global value chains; identify 
new opportunities provided by resource-based 
industrialisation; the accelerating pace of 
technological change in manufacturing; ensure 
employment creation in manufacturing; and 
ensure strong financial institutions. The authors 
also argued that to facilitate structural 
transformation, developing countries require a 
manufacturing sector that can deliver quality 
employment, with division of labour, and linked 
to global value chains.  

This research paper focuses on the Visegrád 
countries, which include Poland, Slovakia, Czech 
Republic and Hungary, due to the track record of 
economic growth over the last 30 years after 
communism and socialism. These countries, 
located in central Europe, have shared historical 
common ground in culture, religion, and 
economics over centuries. In February 1991, the 
four countries renewed their cooperation and 
the Visegrád group was subsequently formed in 
1993 following the dissolution of 
Czechoslovakia and the establishment of the 
independent Czech and Slovak Republics 
(Káposzta & Nagy, 2015).   

 
LITERATURE REVIEW 

The literature review consists of three 

components, namely definitions of concepts; 
theoretical foundation; and empirical results 
from previous studies. In terms of definitions of 
variables used in the study, manufacturing 
value-added is the dependent variable and the 
independent variables include GDP, which is 
used as the proxy for economic growth; the 
producer price index (PPI); the export value 
index; and the real effective exchange rate 
index. The various variables are defined to 
provide context to the study. Firstly, 
manufacturing value-added is defined by the 
World Bank (2020) as the net output within the 
manufacturing sector, after adding up all 
outputs and subtracting intermediate inputs. It 
is calculated without making deductions for 
depreciation of fabricated assets or depletion 
and degradation of natural resources. Secondly, 
GDP (constant 2010 US$) is used as a proxy for 
economic growth in this study. According to the 
World Bank (2020), GDP is the sum of gross 
value-added by all resident producers in the 
economy plus any product taxes and minus any 
subsidies not included in the value of the 
products. The producer price index (PPI) is 
defined as a measurement of changes in prices 
of goods as they exit the production point or as 
they enter the production process (OECD). The 
export value index of the World Bank (2020) 
was used a proxy of exports and could be 
defined as export values are the current value of 
exports converted to U.S. dollars and expressed 
as a percentage of the average for the base year 
(2000). According to the IMF's International 
Financial Statistics, the export value indexes are 
derived from export volume indexes and 
corresponding unit value indexes of exports. 
Lastly, the real effective exchange rate is the 
nominal effective exchange rate (a measure of 
the value of a currency against a weighted 
average of several foreign currencies) divided by 
a price deflator or index of costs (World Bank, 
2020). 

This research is based on Kaldor's theory, 
which states that increasing returns to 
manufacturing production are the drivers of 
growth (Wells & Thirlwall, 2003). Marconi, de 
Borja Reis and de Araújo, (2016) tested Kaldor's 
theory with the manufacturing sector and 
economic growth in 63 middle-income 
countries from 1990 to 2011. The paper 
incorporated two of Kaldor's laws regarding the 
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hypothesis of higher growth in manufacturing 
that leads to higher growth in the total 
economy; and the law of the relationship 
between improvements in productivity in 
manufacturing leads to growth in output. This 
analysis indicates that increased production and 
exports of manufactured goods are related to 
increases in income levels and that the two 
Kaldor laws are evident within the panel of 
countries. 

This section contains the assessment of 
empirical results from the literature on the 
relationships between the variables included in 
the study, and the section starts with the main 
variables, namely the manufacturing sector and 
its relationship with economic growth. The 
relationships with PPI, exports, and exchange 
rate with the main variables are listed last. The 
assessment is structured by first looking at 
developed countries, followed by developing 
countries. Prokop, Stejskal, and Kuvíková (2017) 
investigated drivers in manufacturing firms of 
innovation in countries including the Czech 
Republic, Slovakia and Hungary to gain a 
competitive advantage. This study is supported 
in an input-output analysis in Hungary by 
Yasmin, Refae and Eletter, (2019). Information 
on the three countries indicates that all of them 
have lost ground and have shown a decline in 
the international rankings of competitiveness 
and innovative activities in recent years. The 
study by Kuvíková (2017) has proven that an 
increase in innovation through selected drivers 
can significantly influence firms' growth and the 
total economy due to improved 
competitiveness. Herman (2016) analysed the 
importance of the manufacturing sector in the 
Romanian economy. Since 2000, the process and 
intensity of deindustrialisation in the economy 
have decreased, and this situation has allowed 
the manufacturing sector to remain the driving 
force for the economy. The major challenge in 
the sector of the economy is the relatively low 
level of labour productivity and innovation and 
technology. The sector is therefore under 
pressure to undergo structural change to 
survive in the global economy and this could be 
achieved via the development of a 
reindustrialisation strategy based on the 
improvement of sustainability and productivity.  

Havlik (2003) assessed the restructuring of 

the manufacturing sector in the Central and East 
European (CEE) countries. Most of the countries 
have introduced structural changes since the 
period of transition at the beginning of the 
1990s, leading to being competitive with other 
European countries related to production and 
employment in the manufacturing sector. The 
more advanced CEE countries have taken large 
strides in supporting technology-driven 
industries for exports and are in some cases on 
equal footing with modern European 
counterparts, while labour-intensive industries 
have growing export shares only in less 
advanced CEE countries such as Bulgaria, 
Romania and in the Baltic states. The process of 
export specialisation for advanced CEE countries 
has therefore, been reversed. McCausland and 
Theodossiou (2012) tested whether the 
manufacturing sector could still be regarded as 
the engine of growth in the economy for 11 
major developed countries, including the U.S., 
Japan and U.K., spanning nearly two decades 
using a panel methodology. The study shows 
that growth in manufacturing output is an 
important determinant of both productivity 
growth and economic output growth. Although 
the tertiary sector is growing, it does not play a 
significant role in employment and economic 
growth. Su and Yao (2017) also investigated the 
role of manufacturing as a driver of economic 
growth for 158 middle-income economies. The 
study found that the manufacturing sector is 
still a vital industry and has linkages to most 
other sectors. A declining manufacturing sector 
has a negative impact on all sectors and the 
economy in both the short- and long run. Su and 
Yao (2017) also found that when the 
manufacturing sector is growing and 
contributes more to the economy, it also 
stimulates savings and contributes to 
technological accumulation, and lastly, they 
confirmed that the sector still plays the role of 
engine of growth in the economy for middle-
income economies. 

In terms of developing countries, Haraguchi et 
al. (2017) analysed the importance of 
manufacturing in economic development in 
developing countries and set out to determine 
what has led to the low levels of 
industrialisation. Findings indicated that the 
manufacturing sector value-added and 
employment contributions to the global 
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economic output and employment had not 
changed significantly since 1970. The declining 
manufacturing value-added and manufacturing 
employment share in many developing 
countries have been caused by a shift of 
manufacturing activities to a relatively small 
number of populous countries, thereby resulting 
in a concentration of manufacturing activities in 
specific developing countries. They also argued 
that the process of industrialisation of 
economies has continued to play a key role in 
the growth of developing countries and that 
economic development can still be achieved via 
industrialisation in low-income developing 
countries working through the stages of growth. 
Furthermore, Gabriel and de Santana Ribeiro 
(2019) analysed the relationship between 
economic growth and manufacturing in 115 
developing countries from 1990 to 2011 using a 
panel vector autoregression (PVAR). The most 
important result from the study is that the 
manufacturing sector is still an engine of 
growth, but the sector has over time lost its 
relative importance in both developed and 
developing countries in terms of linkages to 
other sectors of the local economy and in terms 
of international trade. Szirmai and Verspagen 
(2015) analysed the relationship between the 
manufacturing sector and economic growth in 
developing countries from 1950 to 2005. The 
study tested the role of manufacturing as a 
driver of growth and found that manufacturing 
still has a significant positive effect on growth 
and that since 1990, the sector has had a 
diminishing role as a driver of growth.  

In terms of the relationship between the 
manufacturing sector and secondary variables, 
namely PPI, exports and exchange rates, the 
following empirical results have been recorded 
for developed and developing countries. Cao, 
Dong and Tomlin (2012) tested the movements 
between PPI, exports and exchange rates in the 
Canadian environment. The results indicated 
that export prices are sensitive to movements in 
the exchange rate. Depreciation in the local 
currency is associated with an increase in 
domestic prices and an increase in export prices. 
Bilgin and Yilmaz (2018) assessed the 
relationship between PPI and manufacturing 
input-output networks in the U.S. from 1947 to 
2018. Results indicated that manufacturing 
input-output networks do Granger-cause the 

PPI across industries. This relationship is 
stronger during supply-side shocks and weaker 
during periods of demand shocks. Greenaway, 
Kneller and Zhang (2007) studied the 
relationship between exchange rates and 
exports for the manufacturing sector in the U.K. 
The results stated that changes in the exchange 
rate had insignificant effects on local firms' 
exports participations with a coefficient of 1.28 
percent. The impact of exchange rate changes 
has an even smaller impact on the export 
activities of multinational companies.  

Thorbecke and Zhang (2009) assessed the 
effect of exchange rate changes on China's 
labour‐intensive manufacturing exports. The 
study found that an appreciation in the Chinese 
currency would significantly reduce exports of 
clothing, furniture and footwear. Furthermore, 
globally, Europe is the second largest exporter 
of labour‐intensive manufactured goods after 
China, and the continued appreciation of the 
euro in relation to the Chinese currency since 
the beginning of the 2000s has led to a 
reduction in labour-intensive European exports. 
Radelet (1999) assessed the relationships 
between manufactured exports, export 
platforms, and economic growth. According to 
the results, export platforms' use and 
development have been successfully 
implemented by developing countries for 
exports in the manufacturing sector, especially 
with effective markets and increased integration 
with the global economy. For exports in 
manufacturing, factors for success include 
macro-economic stability, trade liberalisation, 
foreign direct investment (FDI), and well-
developed infrastructure.  

Nabli and Véganzonès-Varoudakis (2002) 
analysed the relationship between the exchange 
rate and competitiveness of manufactured 
exports in MENA countries. Results indicate that 
MENA countries' currencies were significantly 
overvalued during the 1970s and 1980s, leading 
to a loss of competitiveness. This situation 
improved somewhat in the 1990s due to the 
improved exchange rate and macro-economic 
policy and management, but currency 
overvaluation is still higher than in other 
regions. The analysis shows that the 
competitiveness of manufactured exports has 
been significantly affected by overvaluation. 
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Countries where less exchange rate 
misalignment occurs, have achieved more 
diversified manufacturing sectors with more 
diversified exports. Golub and Ceglowski (2002) 
investigated real exchange rates and 
manufacturing competitiveness in South Africa. 
Results and recommendations include that 
especially cost competitiveness has a major 
impact on exports in the manufacturing sector; 
the real effective exchange rate has an impact 
on both exports and imports in the 
manufacturing sector, and the export-led 
growth strategy in the country towards 
manufactured products depends on a 
competitive real exchange rate and a growing 
global economy.   

 
METHODOLOGY 

To assess the relationship between the 
variables of interest, a functional relationship 
between the variables is expressed as: 

𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑓𝑓(𝐺𝐺𝐺𝐺𝐺𝐺,𝐺𝐺𝐺𝐺𝑃𝑃,𝐸𝐸𝐸𝐸𝐺𝐺,𝐸𝐸𝐸𝐸𝐸𝐸)                            (1) 

Equation (1) indicates that the manufacturing 
sector value-added (MVA) is a function of gross 
domestic product (GDP), producer price index 
(PPI), export value index (EXP) and real effective 
exchange rate (EXR). By transforming equation 
(1) logarithmically and into a panel data 
econometric specification, it becomes: 

𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖 + 𝛽𝛽1𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 + 𝛽𝛽2𝐺𝐺𝐺𝐺𝑃𝑃𝑖𝑖𝑖𝑖 + 𝛽𝛽3𝐸𝐸𝐸𝐸𝐺𝐺𝑖𝑖𝑖𝑖 +
𝛽𝛽4𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖                                                              (2)  

where 𝑖𝑖  and 𝑡𝑡  denote country and time 
dimensions respectively. 

The empirical procedure entails firstly 
conducting stationarity tests on each of the 
variables. Once all the variables in the model 
have been confirmed stationary at first 
difference, a panel co-integration test can be 
conducted in order to determine whether or not 
the variables have long-run relationships. To 
this end, a panel co-integration test based on 
Johansen (1988) and Johansen and Juselius 
(1990) was conducted on the variables, based on 
the two likelihood ratio tests – trace and 
maximal Eigenvalue statistics, developed by 
Johansen and Juselius (1990).   

After confirming the presence of co-
integration in the data, the next step involved 
the estimation of the long run co-integration 

vector by means of panel fully modified 
ordinary least squares (FMOLS). According to 
Phillips and Moon (1999), the ordinary least 
squares (OLS) generate asymptotically biased 
results, especially in the case of a small sample 
and its distribution is predicated on a nuisance 
parameter that could emanate from regressors 
suffering from endogeneity and serial 
correlation (Pedroni, 2000, 2001). To address 
these issues, Pedroni (2000, 2001) proposed the 
use of FMOLS for miscellaneous co-integrated 
vectors, which is capable of accounting for the 
problems of endogeneity, serial correlation and 
simultaneity (Narayan & Narayan, 2010; Ozcan, 
2013). It is also described as the most 
appropriate technique for estimating co-
integrated panel data (Hamit-Haggar, 2012). In 
order to check the robustness of results, 
equation (2) was also estimated by means of 
panel dynamic ordinary least squares (DOLS), 
which, according to Kasman and Duman (2015), 
generates better estimates in case of a small 
sample. 

Since the test for co-integration only 
determines the presence or otherwise of long-
run relationships between the variables, it does 
not indicate the direction of causality between 
them. Meanwhile, Engle and Granger (1987) 
argued that once there is evidence of co-
integration between two or more variables, at 
least a one-way causality should be found 
between them. Therefore, to explore the 
direction of a causal relationship between the 
variables in the model, a panel-based error 
correction model suggested by Engle and 
Granger (1987) was employed, and it involves 
estimating the short-run error correction model 
by including the residuals obtained from the 
panel FMOLS estimates of equation (2). The 
specification of the Granger causality technique 
with the inclusion of the error correction term 
(ECT) is as follows: 

∆𝑍𝑍𝑖𝑖𝑖𝑖 = Φ0 + � Γ𝑖𝑖Δ𝑍𝑍𝑖𝑖𝑖𝑖 + Π𝑍𝑍𝑖𝑖,𝑖𝑖−1 + 𝜀𝜀𝑖𝑖𝑖𝑖           (3)
𝑝𝑝−1

𝑖𝑖=1
 

where, 

 Γ𝑖𝑖 = −∑ Φ𝑗𝑗
𝑝𝑝
𝑗𝑗=1+1  and Π = +∑ Φ𝑖𝑖−1 (4)𝑝𝑝

𝑖𝑖=1  

where ∆  is the first-difference operator, 𝑍𝑍𝑖𝑖𝑖𝑖 
indicates a 5𝐸𝐸1 matrix of the manufacturing 
sector, GDP, PPI, export and exchange rate 
equations, Φ0  is a 5𝐸𝐸1 vector of intercepts, Π 
captures the long-run information and 𝜀𝜀𝑖𝑖𝑖𝑖 
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represents the error terms.  
Annual panel data for the period 1995 to 2018 

was investigated for the Visegrád group, a group 
of four Central European economies comprising 
the Czech Republic, Hungary, Poland and 
Slovakia. The dependent variable is the 
manufacturing sector and it was represented by 
the manufacturing value-added in U.S. dollar 
constant prices. The explanatory variables are 
economic growth, denoted by the GDP in U.S. 
dollar constant prices, producer price index, 
export value index and real effective exchange 
rate. All the data was drawn from the World 
Development Indicators (WDI) of the World 
Bank (2020). 

 
 

RESULTS 
Table 1 reports a summary of the descriptive 

statistics of variables in the model. The mean 
manufacturing sector value-added and GDP 
stand at $33.48 billion and $203.96 billion, 
respectively, while those of producer price 
index, export value index and real effective 
exchange rate are 88.78, 340.87 and 86.19, 
respectively. Poland's highest manufacturing 
value-added figure was recorded in 2018 at 
$106.02 billion, while the lowest figure of $5.28 
billion was recorded by Slovakia in 1995. 
Hungary recorded the highest producer price 
index figure of 110.70 for 2018, while the 
lowest figure of 27.50 for 1995 was also 
recorded by the same country, which has seen 
its PPI figures increase steadily ever since.   

Table 1. Descriptive statistics 

 Mean Maximum Minimum Std. dev. Kurtosis Obs. 

MVA 33.483 106.024 5.277 23.647 4.312 96 

GDP 203.962 631.95 46.643 146.196 3.75 96 

PPI 88.783 110.7 27.5 17.316 5.092 96 

EXP 340.865 820.9 45.6 229.165 1.764 96 

EXR 86.192 111.8 49.5 15.259 2.614 96 

 

Table 2 reports the results of the four-panel 
unit root test results. While Levin et al. (2002) 
and Breitung's (2000) tests assume common 
unit root process, Im et al. (2003) and ADF 
Fisher's (Maddala & Wu, 1999) tests are 
predicated on individual unit root process. Each 
of the four-unit root tests operates under the 

null hypothesis that the variable contains a unit 
root, while the alternative hypothesis is that the 
variable is stationary. Results from all the tests 
indicate that all the variables became stationary 
only after the first difference, thereby lending 
support to the choice of panel FMOLS/DOLS 
estimation technique for the study. 

 

Table 2. Panel unit root tests results 

 Levin, Lin & Chu Breitung Im, Pesaran & Shin ADF Fisher 

Level 1st Diff. Level 1st Diff. Level 1st Diff. Level 1st Diff. 

LMVA -0.29 -4.93*** -0.77 -3.82*** 1.61 -4.38*** 3.91 33.63*** 

LGDP -0.77 -3.71*** -1.23 -2.77*** 1.66 -3.06*** 1.82 24.15*** 

LPPI -2.34 -4.63*** 0.39 -2.15*** -1.09 -3.36*** 10.99 25.21*** 

LEXP 0.79 -3.29*** 0.50 -4.16*** 2.31 -2.81*** 0.84 21.34*** 

LEXR 0.34 -3.78*** 1.16 -3.92*** 1.98 -2.91*** 2.25 22.41*** 

Note: *** indicates 1% level of significance. 
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The results of the Fisher-Johansen (1988) co-
integration test are displayed in Table 3. The 
results of trace statistics accept the alternative 
hypothesis that there are at most two co-
integrating equations at 5% significance level, 
while that of max-Eigen statistics accept the 
alternative hypothesis that there is at most one 

co-integrating equation at the 1% significance 
level. Overall, these results confirm the 
existence of a long-run relationship among the 
variables in the model, thereby paving the way 
for the determination of the long-run estimates 
by means of panel FMOLS and DOLS. 

 

Table 3. Co-integration test results 

No. of C.E. (s) Trace p-value Max-Eigen p-value 

None 70.04*** 0.0000 34.60*** 0.0000 

At most 1 40.79*** 0.0000 28.12*** 0.0005 

At most 2 19.17** 0.0140 12.95 0.1135 

At most 3 12.77 0.1201 12.14 0.1450 

At most 4 8.995 0.3427 8.995 0.3427 

Note: *** and ** indicate significance at 1% and 5%, respectively. 
 

Table 4 reports the results of panel FMOLS 
regression. The coefficient of LGDP is positive 
and statistically significant at the 1% level, 
which suggests that an increase in the level of 
GDP enhances the manufacturing sector's 
productivity in the long run. Looking at the 
elasticity coefficient of GDP, it is clear that it is 
higher than those of other variables and that it 
is the only one that is elastic, while those of the 
remaining variables are inelastic. This finding 
indicates that the manufacturing sector in the 
Visegrád group is more susceptible to variations 
in the level of GDP, relative to other variables. 
Specifically, a 1% increase in GDP increases the 
manufacturing sector by 1.39%, ceteris paribus. 
This result underscores the importance of 
stimulating the countries' overall economic 
activities to boost the manufacturing sector. The 
result corroborates the finding of Singariya and 
Sinha (2015) and Szirmai, Prins and Schulte 
(2001) for India and Tanzania, respectively. The 
coefficient of LPPI is positive and significant at 
1%, which indicates the strength of the 
manufacturing sector in the long run. Based on 
the coefficient elasticity, a 1% increase in PPI 
leads to an increase in the manufacturing sector 
by 0.31%. The coefficient of LEXP is positive and 
significant at the 5% level, bespeaking a positive 
impact of export on the manufacturing sector in 
the long run. Specifically, an increase of 1% in 

the export value index leads to an increase in 
the manufacturing sector by 0.14%. This finding 
is supported by those of Thangavelu and 
Owyong (2003) and Castellani (2002) in their 
Singapore and Italy investigations, respectively. 
The coefficient is positive and statistically 
significant at the 10% level of significance for the 
real effective exchange rate. This indicates that 
an appreciation of the exchange rate enhances 
the manufacturing sector in the long run, as the 
coefficient elasticity of LEXR implies that a 1% 
appreciation in the exchange rate stimulates the 
manufacturing sector by 0.19%. This result is 
supported by the finding of Faleiros et al. (2016) 
in their study of Brazil. Contrariwise, the result 
is contradictory to that of Thorbecke and Zhang 
(2009), who concluded that an appreciation of 
the RMB would largely depress China's 
manufacturing exports of clothing, furniture and 
footwear. It also contradicts Dhasmana (2013), 
who claimed that the issue of currency 
overvaluation leads to a negative effect of 
exchange rate appreciation on the performance 
of the manufacturing firms in India. Lastly, to 
check the robustness of results, the model was 
equally estimated by means of panel DOLS. The 
results are mainly the same as the panel FMOLS 
results in terms of sign and significance of 
variables, except the exchange rate coefficient 
that is insignificant. 
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Table 4. Panel FMOLS and panel DOLS results 

 Panel FMOLS Panel DOLS 

LGDP 1.386*** (0.173) 1.426*** (0.259) 

LPPI 0.309*** (0.072) 0.366*** (0.089) 

LEXP 0.139** (0.059) 0.154* (0.085) 

LEXR 0.191* (0.102) 0.067 (0.155) 

Notes: *, ** and *** indicate significant at 10%, 5% 
and 1% respectively; Values in parenthesis are 
standard errors. 
 

The results for short-run and long-run panel 
Granger causality tests are displayed in Table 5. 
A unidirectional short-run causal relationship is 
found between GDP and manufacturing sector 
value-added, with causality running from GDP 
to the manufacturing sector, indicating that GDP 
Granger-causes manufacturing value-added. A 
previous result supports this finding by 
Singariya and Sinha (2015) that a one-way 
causality runs from per capita GDP to India's 
manufacturing sector. The results also found 
unidirectional short-run causality running from 
PPI to manufacturing sector value-added in line 
with the finding of Meyer and Habanabakize 
(2018), who claimed that a one-way causality 
exists from PPI to purchasing managers' index in 
South Africa. Furthermore, a short-run one-way 
causal relationship runs from PPI to export 
value index. A one-way short-run causality runs 
from each export value index and exchange rate 

to manufacturing value-added in a similar vein.  
Furthermore, a unidirectional causality is 

found from real effective exchange rate to PPI. 
This finding is supported by Khan et al. (2018), 
who reported that PPI is sensitive to changes in 
exchange rates in the Czech Republic. 
Furthermore, a short-run unidirectional 
causality runs from real effective exchange rate 
to export value index and from GDP to real 
effective exchange rate. Meanwhile, the only 
bidirectional causal relationship among the 
variables exists between GDP and PPI. This 
result implies that the two variables Granger-
cause each other in the short run. There is, 
however, a case of independent causality 
between export value-added and GDP. This 
indicates that the two variables do not Granger-
cause each other in the short run, as no causal 
relationship exists between them in the short 
run. 

Turning to the long-run results, the error 
correction terms' estimates show that the 
coefficients are negative, less than one and 
statistically significant for manufacturing value-
added, GDP, PPI and export value index. This 
implies that the variables play a crucial role in 
the system's adjustment process and speed 
from the initial deviation from the long-run 
equilibrium. As a result, these variables are 
found to have bidirectional causal relationships 
with each other, indicating that they Granger-
cause each other in the long run. 

 
Table 5. Results of panel Granger causality 

 Short-run causality Long-run 

∆LMVA ∆LGDP ∆LPPI ∆LEXP ∆LEXR ECT 

∆LMVA  0.2215** 9.8829*** 2.8427* 4.0266** -0.0298*** 

∆LGDP 0.0003  3.9937** 1.8397 2.1158 -0.0083** 

∆LPPI 0.1298 5.0069**  2.2216 4.4550** -0.0256*** 

∆LEXP 0.5110 0.1927 7.9978***  6.3904** -0.0647*** 

∆LEXR 1.5106 8.8753*** 0.0518 0.3521  -0.0088 

Note: *, ** and *** represent significance at 10%, 5% and 1% respectively. 
 

CONCLUSION 
This paper's primary aim was to explore the 

relationship between the manufacturing sector, 
economic growth, producer price index, export, 
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and exchange rate. Panel data for the group of 
Visegrád Four was investigated for the period 
1995 to 2018. The Fisher-Johansen co-
integration test conducted confirmed that the 
variables converge to equilibrium in the long 
run. Furthermore, the panel FMOLS results show 
that all the explanatory variables exert positive 
impacts on the manufacturing sector, with GDP 
having the highest elasticity coefficient. 
Estimates from the panel DOLS regression 
indicate that these results are robust with the 
exception of the exchange rate coefficient that 
was found to be insignificant. With regard to the 
panel Granger causality tests, the empirical 
results found a short-run unidirectional Granger 
causality running from (i) GDP to manufacturing 
value-added and real effective exchange rate, 
(ii) PPI to manufacturing value-added and 
export value-added, (iii) export value-added to 
manufacturing value-added, and (iv) real 
effective exchange rate to manufacturing value-
added, PPI and export value-added. 
Furthermore, a two-way Granger causality was 
found between GDP and PPI, while no causal 
relationship was found between GDP and export 
value index. These results indicate, among other 
things, that all the variables in the model 
Granger-cause the manufacturing value index in 
the short run. It was also found that the error 
correction terms of manufacturing value-added, 
GDP, PPI and export value index are critical to 
the system's adjustment process, and speed and 
as a consequence, the four variables Granger-
cause each other in the long run. 

These results underscore the importance of 
GDP growth as an important driver of the 
manufacturing sector. The sector can assist 
developed as well as developing countries with 
structural change to be more competitive and 
assist with employment and growth. An 
increase in export and PPI and the appreciation 
of exchange rate have also been found to 
enhance the manufacturing sector. Therefore, 
economies in the Visegrád Group should 
endeavour to continually stimulate economic 
activities in an optimal manner in support of the 
manufacturing sector by means of stable macro-
economic policy implementation.  
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